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Trial by File Formats: Exploring Public Defenders’
Challenges Working with Novel Surveillance Data
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In the United States, public defenders (lawyers assigned to people accused of crimes who cannot afford a
private attorney) serve as an essential bulwark against wrongful arrest and incarceration for low-income
and marginalized people. Public defenders have long been overworked and under-resourced. However, these
issues have been compounded by increases in the volume and complexity of data in modern criminal cases.
We explore the technology needs of public defenders through a series of semi-structured interviews with
public defenders and those who work with them. We find that public defenders’ ability to reason about novel
surveillance data is woefully inadequate not only due to a lack of resources and knowledge, but also due to
the structure of the criminal justice system, which gives prosecutors and police (in partnership with private
companies) more control than defense attorneys over the type of information used in criminal cases. We
find that public defenders may be able to create fairer situations for their clients with better tools for data
interpretation and access. Therefore, we call on technologists to attend to the needs of public defenders and
the people they represent when designing systems that collect data about people. Our findings illuminate
constraints that technologists and privacy advocates should consider as they pursue solutions. In particular, our
work complicates notions of individual privacy as the only value in protecting users’ rights, and demonstrates
the importance of data interpretation alongside data visibility. As data sources become more complex, control
over the data cannot be separated from access to the experts and technology to make sense of that data.
The growing surveillance data ecosystem may systematically oppress not only those who are most closely
observed, but groups of people whose communities and advocates have been deprived of the storytelling
power over their information.

CCS Concepts: • Security and privacy → Social aspects of security and privacy; • Human-centered
computing → Empirical studies in collaborative and social computing; • Social and professional
topics→ Governmental surveillance.
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1 INTRODUCTION
With the advent of cheap data storage and the rapid rise of digital communications, the amount
of information recorded about Americans by private companies and the government increases
every year. Phones, CCTV cameras, license plate readers, and computers record our movements,
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associations, and communication. At the same time, the criminal justice system has failed to shrink.1
Inevitably, the ocean of novel surveillance data seeps into the criminal justice system: it directs law
enforcement decisions, it is used to prosecute, and occasionally it is leveraged to acquit.2 Although
an increase in the amount of data available to law enforcement and in the courtroom could make
a notoriously biased system more fair, many worry that the rise in surveillance data enables the
arrest and control of our society’s most vulnerable people [13, 24, 26, 28]. It is clear from previous
research that proactive surveillance from law enforcement drives arrests, and that how data is used
in criminal proceedings can have a profound impact on case outcomes [18, 39, 61]. As we embrace
growing concern in the HCI community about the implications of design on issues of social justice
[13, 20, 27, 50], it is our responsibility to consider how the technologies we create and study have
an out-sized impact on people confronted with criminal charges and how they are able to defend
themselves.
Public defenders (PDs), lawyers who defend indigent people people charged with crimes, play

a unique and often overlooked role in the American criminal justice system. The vast majority
of criminal defendants, and all defendants who meet locally defined poverty qualifications, are
represented by public defenders [38]. Although public defenders are state employees with nominal
access to much of the same surveillance data as law enforcement, they have the power to present
an alternative narrative from or about the data collected by police, private companies, and federal
agencies. In this way, the public defender can be seen as a critical bulwark between a poor person
charged with a crime and the most consequential harms of state surveillance. Public defenders
do not just prevent conviction and incarceration—they advocate against longer sentences, higher
fines, pretrial detention, and a lasting criminal record. However, PDs’ ability to protect their clients
hinges upon their ability to adequately access, parse, and reason about the data used before and
during trial. Consequently, targeted solutions to help public defenders may be an important way to
protect the civil liberties of their indigent clients. Furthermore, examining the challenges public
defenders face working with technology is a useful way of studying harms associated both with
digital surveillance and with existing inequalities in the criminal justice system.
Through a series of open-ended interviews with public defenders—and the paralegals and

investigators who work with them—we explore the types of surveillance data that public defenders
encounter, the challenges they face accessing and working with that data, and how these challenges
impact the representation PDs can provide. In addition to open-ended questions, the interviews
also include a structured interview component designed to solicit technical pain points experienced
by participants and to encourage them to walk us through their process of using technology. We
use the grounded theory method to analyze our data, and we focus on generating insights about
different technologies and situations which impede representation [17].

We find that public defenders uniformly felt that lack of time, lack of technical resources, and lack
of technical knowledge impacted their ability to process surveillance data used throughout criminal
proceedings, and consequently undermined their legal defense. The primary disadvantage public
defenders felt they experienced relative to prosecutors was structural; PDs have little control over
the format and volume of data used in the cases against their clients. Furthermore, public defenders

1Despite widespread calls for reform, the American criminal justice system remains the largest in the world. Law enforcement
officers make ten million felony arrests [19] and thirteen million misdemeanor arrests [52] each year. Those arrested are
disproportionately people of color [74].
2The criminal justice system consists of three branches: law enforcement, the courts (including prosecutors, defense
attorneys, and judges), and the corrections system. Each branch operates at different geographic levels called jurisdictions.
Though everyone accused of a crime will go through criminal proceedings (often a hearing between attorneys in the
presence of a judge), very few cases actually go before a jury trial. See https://bjs.ojp.gov/media/image/45506 for a useful
visual aid.
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believe that prosecutors have superior capacity for the de-facto summarizing and sense-making of
that data due to their ability to partner with private companies and federal institutions like the
Federal Bureau of Investigation (FBI) and Department of Justice (DOJ). In this time-constrained
and high-stakes work, seemingly minute details about data storage and delivery are critical. Public
defenders’ relative lack of power in shaping the way information enters the courtroom seems to
have significant consequences for their clients.
Our findings demonstrate that explicitly considering the needs of public defenders, and by

extension the impact of surveillance data on the criminal justice system, should be an acute concern
for technology producers and designers, especially those who are responsible for the production and
storage of digital trace data.3 We also reinforce the importance of community participation in the
design of (and resistance to) public technological systems which can be used for surveillance [4, 78].
In the near future, we see opportunities for the HCI community to consider designing systems to
assist public defenders, taking as inspiration participatory design projects such as Strohmayer’s
participatory work creating tools to support sex workers and the collaboration of Freed et al. with
victims of intimate partner violence to identify security flaws in mobile technology [29, 70].

However, we caution that while poorly designed technology adversely impacts the criminal
justice system, the power disparities and bias which our work highlights are unlikely to be solved
by technical means alone. More broadly, this case study shows the limitations of the “notice and
choice” privacy regime, which considers individual privacy as a primary axis for evaluating the
potential harms of an information technology.4 Our work adds to calls within the HCI, STS, and
legal literature for considering problems of interpretation and impact above simple questions of
visibility when discussing the harms of surveillance. Though we advocate for regulations limiting
law enforcement’s ability to seek out data from third parties and purchase new surveillance systems
[39, 78], we also find that justice requires that more tools of interpretation be made available and
that parity in data access for public defenders be prioritized. We argue that the most oppressive
regime is not necessarily the one with the most information, but one that has a monopoly on
constructing the narratives from that information which will define its citizens’ freedoms and
choices.

2 BACKGROUND: WHO ARE PUBLIC DEFENDERS?
2.1 Public Defenders
Public defenders—or “indigent defense counsel”—represent clients who are charged with crimes and
are otherwise unable to acquire legal representation, thus fulfilling poor clients’ Sixth Amendment
right to legal counsel. Most people charged with felonies rely on publicly funded defense: 80% of
defendants in most local and county jurisdictions and 66% of federal criminal defendants qualify, ac-
cording to one analysis [38]. Despite its constitutional importance and widespread use, the indigent

3Digital trace data is the record of our behaviors and activities generated by using network technologies, e.g., browsing
history and location data.
4The current privacy paradigm in the U.S., often called “notice and choice,” generally holds data-gathering entities accountable
only for disclosing their data collection practices, and leaves individuals with the responsibility to decide to whom they
disclose their personal information [63].
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defense system is relatively new,5 heterogeneously administered,6 and poorly monitored. There is
no national reporting requirement for public defense offices as there is with police departments
[51], making comprehensive statistics about the system extremely difficult to find.7 Further, public
defenders, who are full-time employees of the government and serve only indigent clients, are just
one of three forms of indigent representation. Indigent clients can also be represented by attorneys
contracted by the government for a period of time (contract-service systems) or private attorneys
assigned by the government (an assigned-counsel system). On average, the most populous counties
nationwide are able to provide about 80% of indigent criminal defendants with representation
from full-time public defenders. By contrast, at the federal level, only a quarter of defendants are
represented by a federal public defender [38].
The indigent defense system and public defense offices are notoriously underfunded. A com-

prehensive survey of public defense offices found that 70% of public defense offices exceeded the
generous recommended case limit of 400 misdemeanors or 150 felonies per attorney per year [25].
At least one analysis suggests that under-funding public defense offices may actually increase
costs in the criminal justice system by expanding expensive (and civil liberty-violating) pretrial
incarceration [30]. Every year, horror stories from particular jurisdictions emerge—for example,
defendants in Florida have been found to wait for as many as nine months in jail before being
assigned an attorney [12, 32, 43, 58]. Although it is difficult to compare outcomes for indigent
defendants with outcomes for those who can afford a private attorney, it is clear that the quality of
representation impacts outcomes for poor defendants. It also seems that the public defender system
is more effective than the assigned-counsel or contract-services systems. A 2012 analysis found
that the 20% of murder defendants in Philadelphia who were randomly assigned public defenders,
rather than assigned counsel working outside a public defense office, were significantly less likely
to be convicted of a crime (19% reduction) and less likely to receive a life sentence (60% reduction)
[3].8 Anderson and Heaton attribute this difference to public defenders’ ability to prepare more for
a case, collaborate with each other, and leverage in-office investigative resources [3]. Although not
possible to study causally, it seems likely that these findings may be extrapolated to differences
in representation between public defense offices, and that public defenders with more time and
resources are able to achieve better outcomes for their clients. Our analysis focuses on the needs of
full-time public defenders. However, we expect other attorneys performing indigent defense have
similar, if not greater, challenges.

2.2 How Public Defenders Receive Surveillance Data
In this section we will provide an overview of the rules of evidence in the U.S. court system.
There are two primary sources of surveillance data which public defenders encounter. First, data
is captured directly by state actors, often for the purpose of law enforcement, through systems
such as license plate readers, body cameras, surveillance cameras (in public spaces like parks and
public housing departments), drone footage, gunshot detection systems (e.g., ShotSpotter), and

5The Sixth Amendment requires that any individual convicted of a crime “have the Assistance of Counsel for his defence”.
However, until the landmark case Gideon v. Wainwright, 372 U.S. 335 (1963), states had the right to decide which crimes
required counsel. After Gideon, all defendants facing criminal charges were entitled to government-appointed attorneys,
catalyzing the development of public defense offices around the country meant to “mirror” the role of the public prosecutor
(DA).
6In 23 states (mostly small states in the Midwest andWest), public defense is handled at the state level, while in the remaining
27 states, public defense offices are administered at the county and local level—although some of these states have state
public defenders who handle capital (death penalty) cases [25, 42].
7The best data currently is a census of public defender offices compiled by the Bureau of Justice Statistics in 2010 [25, 42].
8The significance and direction of these findings, although not the magnitude, was replicated for multiple felony defendants
in San Francisco [65].
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an ever-expanding set of forensics and bio-identification technologies which are purchased and
administered by police departments, municipalities, and federal law enforcement agencies. Second,
law enforcement has relatively easy access to a growing wealth of digital trace data generated
by private companies, including call records, social media data, GPS data, and privately collected
surveillance video. In both instances, data is usually collated by prosecutors, often in partnership
with law enforcement and private companies, before prosecutors pass it to defense counsel as a
collection of data called "discovery". Discovery is an electronic or paper packet which is supposed
to contain all the information that prosecutors plan to present in the case as well as any known
exculpatory information.
Prosecutors can request any relevant data from law enforcement, and few rules or procedures

restrict the flow of information between law enforcement and prosecutors.9 Prosecutors and
defenders can access data using a subpoena (described below). There are two legal instruments for
acquiring data from private companies:

• Subpoenas: A subpoena for records—a subpoena duces tecum—can be issued by any lawyer
on behalf of the court. To issue a subpoena, one must only provide a description of the records
requested and how they are relevant. Subpoenas do not require review by a judge. Failure to
respond to a subpoena can convey legal penalties, although they are not always enforced.
Under the third-party doctrine, most information that an individual willingly gives to a third
party can be requested with a subpoena.10

• Search Warrants: Search warrants are meant to cover a higher standard of evidence than
subpoenas. They are issued by a court on behalf of law enforcement, who must present
evidence that there is “probable cause” that a crime has been committed and that the search
material will reveal the evidence of that crime. In practice, sworn testimony from law en-
forcement is usually sufficient to establish probable cause.11 Lawyers do not issue search
warrants.

3 RELATEDWORK
3.1 Surveillance Data and the Criminal Justice System
A rich body of historical literature discuses the difficulty of translating science and data into law
[48, 73], and the potential of that data to perpetuate racial inequality [2]. Since the information
technology revolution, scholars have documented how digital data—and a host of algorithms used to
categorize people from that data—can exacerbate the problems of older technologies and wrongfully
criminalize the poor [10, 26, 47, 50, 60].
Surveillance data collected by public agencies as well as private companies is not just used

to bolster cases investigated by other means; cases are also often opened as a result of active
surveillance [44]. For example, in a survey of gang task forces, Patton et al. found that 40% of
criminal investigations begin as a result of monitoring social media [60]. Interviews with law
enforcement focused on human trafficking reveal that many investigations of human trafficking
begin as a result of proactive social media monitoring [18]. More complex surveillance technologies
also drive arrests: predictive policing algorithms use historical data to direct police patrols to
the same historically policed areas [6, 49, 64], and ShotSpotter sensors trigger police to come to
the scene and are enough to justify a search [35]. Three observations from this scholarship are
9See: https://www.law.cornell.edu/wex/brady_rule.
10The most notable exception is information protected by the Stored Communications Act (SCA), 18 U.S.C. 121 §§2701−2712,
which protects phone calls and electronic communication from warrantless search [40]. The Supreme Court has interpreted
the SCA protections to extend to digital device searches. Electronic searches are governed by “Rule 41” of the Federal Rules
of Criminal Procedure, Fed. R. Crim. P. 7(b).
11See: https://www.law.cornell.edu/wex/search_warrant.
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particularly important in understanding the impact of the surveillance data ecosystem on public
defenders: (1) the emergence of private technology providers who collect and process surveillance
data directly for law enforcement; (2) the disproportionate ill effects of surveillance on marginalized
people; and (3) the paradoxical reality that some people suffer when they are invisible to public
and private institutions.

3.1.1 Public-Private Partnerships in Law Enforcement. The rise of surveillance data in the criminal
justice system correlates with the emergence of a private technology ecosystem providing data
collection services to law enforcement. The emergence of this ecosystem makes data production
in the criminal justice system increasingly complex and opaque to public oversight. Body-worn
cameras—an important source of data for our interview participants—provide a useful case study.
The leading provider of body camera footage, Axon (formerly Taser) offers police departments free
annual subscriptions to its cloud-based evidence management software. Axon has already filed
patents on facial recognition systems, and the company claims to be developing video tagging
and automatic redacting services using this trove of data, which is not easily accessible to the
public [36]. Thus, while the public debates whether to allow police to acquire facial recognition
systems, Axon seems poised to integrate facial recognition tools into the services they already
offer to to police [36]. Axon has also stated that they intend to develop software that would write
police reports automatically and would suggest to police where they should go (i.e., predictive
policing) [36, 79]. Thus, Axon’s technology choices may actually “change police judgements and
actions”, but cannot be easily audited or regulated since police departments will receive the new
technological advances without undertaking any new acquisition process [39].
Legal scholars have noted that the opacity of this public-private data collection might make it

more difficult for public defenders to acquire information and to reason about evidence used in court.
In particular, Joh and Wexler find that companies sometimes forbid law enforcement to disclose the
existence or workings of a new surveillance technology to journalists, judges, or defense attorneys—
nominally to prevent competitors or criminals from discovering how the technology works [39, 76].
For example, it was revealed that the Harris Corporation—the monopolistic manufacturer of cell
site simulators12—convinced law enforcement and the Federal Communications Commission to
withhold the technology from public inspection, including by journalists and defense attorneys
[39]. Unable to directly use information from cell-site simulators to prosecute, police began to
practice what is called “parallel construction”, in which prosecutors present an alternative narrative
as to how a suspect was found [5]. In this case, law enforcement would use cell site simulators
to locate a suspect, then apply for a pen register (or "wire tap")13 citing a confidential informant,
and try to present the case as occurring without use of the technology—further obscuring defense
attorneys’ (and any other parties’) ability to challenge the legality of the tools used [39]. Given
public defenders’ unique role in challenging data collected by the police, and the complexity of
these emerging social-technical systems, we think it is particularly important to consider how this
new private-public techno-surveillance environment plays out for public defenders in practice.

3.1.2 Biased Data Collection. This public-private surveillance hydra gazes most intensely at the
urban poor and people of color [10, 15, 47]. Since the 1970s, much of our privacy regime has focused
around the paradigm of “notice and choice”, which lets individuals determine their own disclosures
and navigate their own privacy boundaries [15, 34, 63]. However, vulnerable people have less
12Cell site simulators, known colloquially as “stingrays,” are devices which mimic a cell phone tower. They can be
used to determine which cell phones are nearby, and can even intercept communications from those cell phones. See
https://www.eff.org/pages/cell-site-simulatorsimsi-catchers.
13Pen registers are the standard devices used by law enforcement to record all calls associated with a particular number.
The use of pen registers (or “wire tapping”) has required a search warrant since Katz v. United States (1967).
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access to information and far fewer choices than people of means. Redmiles et al. find through
surveys that poor people are the least knowledgeable about personal security and the most likely
to experience breaches to their digital security and privacy [62]. Others observe that marginalized
people are forced to occupy places that are more intensely monitored and policed [11, 16]. For
example, unhoused Americans not only have to perform the daily activities of living in public, but
often must undergo surveillance to receive basic services. Shelters are required by federal law to
disclose the names and social security numbers of those they serve to the nationwide Homeless
Management Information Systems (HMIS), which can be searched by police without a warrant [55].
Common spaces in public housing developments are usually monitored by CCTV cameras [34, 41].14
The introduction of more sophisticated technologies, such as predictive policing algorithms, may
normalize existing bias in surveillance practices, such as preventative police patrols [6].

The problem of surveillance for vulnerable populations is not just one of hyper-visibility, but of
misrepresentation. The context of data collection often encodes the poor as criminal and denies
people the opportunity to make meaning of their own data. Benjamin describes a “coded exposure”
where the harms of visibility are experienced differently due to the bias of the seer [10]. As an
example, Benjamin traces how bias in algorithmic facial recognition does not begin with imbalanced
training data, but with early decisions in the photography industry to develop photographs within
a color spectrum that favors lighter skin tones; thus, being “seen” by these algorithms carries higher
consequences (e.g. misrepresentation and arrest) for dark skinned people [10]. More concretely,
Patton et al. describe a multi-step everyday racism of social media surveillance [60]. In “everyday
racism,” communications between black people on social media are produced and disseminated by
their own particular self-fulfilling contexts. However, the decoding of this information by police
and the encoding of that information into public databases happens without an awareness of the
discursive relationships out of which the content was generated. As a result, police are inclined to
read content generated by marginalized communities as deviant and criminal [60]. We hypothesize
that with careful input from their clients, public defenders might be able to help provide a different,
contextually-aware decoding of the relevant communication.

3.1.3 Too Much Privacy? A growing scholarship recognizes that in some instances, a lack of
visibility—more specifically, a lack of the right kind of visibility—can exacerbate the risk of criminal-
ization and continued poverty for marginalized people. Moreover, surveillance is not as simple as
being visible or hidden. Gilman and Greenco describe the “surveillance gap” in which groups such
as undocumented immigrants, unhoused people, and those with felony convictions fall outside of
systems which might offer them protection and support [34]. Wexler defines “privacy asymmetries”
where defense counsel lacks the same access to data as prosecutors—in particular, defense counsel
are legally prevented from getting access to social media data about someone other than their
clients—and argues that increasing defense counsel’s access to information might make the criminal
justice system more fair [77].
The body-worn camera (BWC) is one material technology that embodies this tension between

accountability and privacy. BWCs were adopted by police amid calls for transparency and account-
ability in the wake of the killing of Michael Brown in 2014. Some advocates argue that with the
right policies, they can make criminal proceedings more fair [69]. Others argue that body-worn
camera data, which as discussed above are now privately collected and administered, simply expand
police power [46]. Regardless, body camera footage or any other surveillance video alone does

14Sometimes people using public housing or the shelter system are required to disclose more than just their name and
location. Though discouraged by federal housing policy, some municipal public housing administrations (PHAs) require
drug testing and financial inspection [66]. In order to receive funding for specific programs, homeless shelters must disclose
the self-reported drug use and HIV status of their clients to HMIS [55].
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not necessarily speak for itself. In his 1988 analysis of police undercover work, Marx documents a
series of egregious incidents in which selective recordings enabled wrongful conviction [48]. Marx
suggests that generating recordings may make undercover offices more accountable, but stresses
that these recordings may require careful linguistic interpretation and strict policy restrictions to
minimize collateral damage [48]. Body cameras carry the same risks. Whether body cameras serve
as a desired form of resistance through observation (what Brown calls "sousveillance" [11]) or are
merely another recording eye of police hinges on the minutiae of data-sharing policies, controls
on police discretion over stopping and starting the video, and the extent to which the public and
defense lawyers may access and process it [36, 39, 46, 53]. It is not just a matter of legal rights, but
a matter of design.

3.2 HCI and Public Defenders
Despite its technological complexity, relatively little design literature centers on the courthouse.
Some design scholarship has focused on the technological needs of law enforcement, finding that
technology adoption in law enforcement is slow and mired by a maze of disparate public databases
and outdated modes of information sharing [18]. Ethnographic analysis of a crime lab indicates that
despite a strong culture of commitment to science and neutrality, forensics experts are constantly
anticipating how their findings may be used in court as they struggle to translate scientific findings
into legal reports [8]. Others have examined the technology needs of—and effects of surveillance
on—those in communities adjacent to the criminal justice system, such as the family members
of incarcerated people [59] and undocumented immigrants [37]. However, few have considered
the needs of public defenders from an HCI perspective since Elliott et al. studied the impact of
introducing digital record systems to public defense offices in the 1990s [22]. A few studies examine
the effect of specific types of data, such as body-worn cameras, on public defender practice [33] and
the challenges of PDs’ work environment [7]. We build on this work and study how the increased
availability of surveillance data and its associated technical challenges impacts the work of public
defenders and their ability to represent their clients. We are interested specifically in how new
technology impacts the balance of power between defenders and prosecutors. We investigate if the
difficulties public defenders face working with surveillance data are due to a lack of technical or
monetary resources, or if the introduction of new data exacerbates structural inequalities in the
criminal justice system.

4 METHODS
In this paper, we seek to understand how an increase in digital surveillance data impacts the
quality of representation that public defenders can provide their clients, and what specific barriers
complicate making sense of that data. To answer this question, we conducted a qualitative study.

4.1 Recruiting
We interviewed 21 people in the indigent defense community. For the interview process we
partnered with an Oakland-based non-profit called Secure Justice.15 The first eight interviewees
were selected through a snowball sample from our network and through contacts at Secure Justice,
in which we focused on range [45]. For example, we interviewed senior public defenders, an
individual who had built technology for the Electronic Frontier Foundation (EFF), and an individual
who worked with the nationally renowned Bronx Defenders non-profit. After our initial set of
interviews, we realized that public defenders who worked on felony cases had the most experience
with surveillance data, so we sought a wider sample of PDs. We posted in the public defender

15https://secure-justice.org/
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subreddit r/public_defenders asking for volunteers to talk about their work experience. We
received enough responses to conduct focused sampling [45]. We focused our interviews on public
defenders who had experience working on cases with higher volumes of discovery, including cyber-
crimes and capital crimes, as well as PDs who had previous experience working in prosecutors’ or
district attorneys’ offices.
Consistent with Reddit’s general demographics, the Reddit responses were mostly men (eight

of the ten people sourced through Reddit) under forty with high technical literacy. Through the
initial Reddit seed, we were introduced to a third round of participants who we selected if they had
comparative experience in other parts of the criminal justice system or filled demographics that
were not previously well represented. After interviewing participants working across the country,
we conducted separate interviews with six people working in the same jurisdiction in California in
order to develop a full picture of one PD office (this is listed in the participants table as Office X). A
description of participants can be found below in Table 1, and a participant demographics can be
found in Table 3.

4.2 Interview Protocol
Although we wanted rich, specific discussions of technology, we also aimed for breadth of tech-
nological experience and understanding [9]. We wanted to understand not only the mechanics of
one technology, but the entire socio-technical system surrounding public defense. We conducted
semi-structured interviews in which we did not ask predefined questions, but instead tried to guide
the conversation in four acts.

First, we asked interviewees where they worked and why they chose to be public defenders. This
helped elicit their values and provided context for the rest of the conversation. In the second act,
we focused on surveillance technology in discovery. We avoided asking participants directly about
times when they had difficulty with discovery or when they thought prosecutors had the upper
hand so as not to bias the data with leading questions [75]. Instead, we asked participants to list
what technologies they saw in their practice, and then followed up with probing questions where
appropriate on particular elements of technology that were mentioned. Through this method, we
aimed to draw out a full picture of the power dynamics embedded in the use of that technology and
give the participants local control over the conversation [71]. In the third act, we asked interviewees
about other technical difficulties which impacted their work. In this section, all interviewees
mentioned challenges with case management software and their day-to-day technology pain points.
We tried to save this conversation for the end of the interview so as to prevent the conversation
from being bogged down in a discussion of pain points particular to database software or old
laptops, which were outside our research question. However, we found that when public defenders
talked about office technology, it was often very revealing as to how they perceived their funding
and support, especially relative to their local district attorneys.

In the fourth act, we explained the project and our working thesis that problems with technology
arise not only from under-funding, but from systemic issues in the criminal justice system where
prosecutors, police departments, and the federal government control the introduction of data into the
system. We felt that this disclosure was important since we wanted our interviewees to understand
our positionality as researchers and to provide interviewees with a broader way to participate
in the project. Often, this disclosure elicited more stories about interviewees’ challenges, which
will be helpful in future policy and design research. However, we are cautious about interpreting
statements in this last act as reflecting public defenders’ subjective experience because we prompted
them to focus on power relations with prosecutors. In some instances, participants disagreed that
they had worse technical skills or fewer technical resources than prosecutors, contradicting our
assumptions entering the project.
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4.3 Data Analysis
We used a modified version of grounded theory to analyze the data, most closely resembling
that described in Charmaz’s Constructing Grounded Theory: A Practical Guide through Qualitative
Analysis [14]. For participants who consented to recording, we recorded the interviews and then
uploaded them to the automated transcription program. For five of the participants, we relied on
detailed notes. After correcting any transcription errors, we then read the notes a second time and
performed “housekeeping coding”, organizing the data according to general topic and sorting the
conversations so they could be more easily compared [45]. In particular, we highlighted three broad
issues to follow up on: self-reported background and information about organizational structure;
specific stories about technology; and broader statements about experiences, perceptions, access to
resources, and relationships with prosecutors. We further divided technology stories by the type of
technology discussed. We then moved the relevant parts of the interviews into a new consolidated
document, organized by housekeeping code. For some technologies, we also developed a consistent
set of groupings for practices that were common to that technology. For example, most defenders
described being unable to watch all body camera video in discovery, but defenders varied in their
individual processes of selecting videos and the extent to which they felt that their representation
suffered due to this filtering.
Next, we assigned initial codes to each story about technology and each quote. We coded with

open-ended phrases. When coding the statements about larger structural problems, we tried to
keep the codes “in vivo” to retain public defender-specific language—for example, several public
defenders used the specific phrase “junk” or “bunk” science to describe particular kinds of forensic
evidence, particularly breathalyzers [14]. For technical stories, we organized by the technology
discussed and type of challenge: lack of resources, problems of organizational structure, and lack of
legal access (a complete list of these codes can be found in Appendix Table 2). After an initial coding
phase, we consolidated the codes into a few broader themes that stood out to us and performed
a third round of “focused coding” [14]. Like Owens et al. and Guberek et al., we have tried to
determine information about the particular technologies through independent research whenever
possible [37, 59].

4.4 Limitations
Our interview study reveals public defenders’ perceptions about their ability to help their clients.
However, additional research that studies their client’s perspectives is required to obtain a full
picture of the effect of surveillance data on indigent representation. In particular, we must be
careful making decisions based on this analysis because they may provide subjective benefit to
public defenders at the expense of their clients or other actors in the criminal justice system. Public
defenders do not always have an accurate picture of what could be done with the data they receive
or the resources of prosecutors. Thus, before proceeding with further technical or political solutions,
the perspectives of others impacted by the work of public defenders—including their clients, law
enforcement officers, and prosecutors—should also be considered. This research should be paired
with a mixed methods approach that examines the efficacy of particular tools [17]. Finally, since in
the U.S., people of color are widely and disproportionately harmed by the criminal justice system,
future research should expand on this work by explicitly centering race in the analysis [56, 67].

4.5 Our Position and Approach
We entered this project concerned about economic and racial bias in the criminal justice system, as
well as wanton use of surveillance data. We began the work in collaboration with Secure Justice, a
non-profit whose explicit mission is to reduce the harms associated with surveillance data. Early in

Proc. ACM Hum.-Comput. Interact., Vol. 6, No. CSCW1, Article 67. Publication date: April 2022.



Trial by File Formats 67:11

Table 1. Description of each participant. "Office X" refers to a public defender office in one California city
where we interviewed several employees in different roles.

Participant Role
P1 Felony PD in urban, county office (over ten years experience)
P2* Chief county PD, work in the same, urban, county PD office as P3 and P4
P3* Deputy PD (over ten years experience)
P4* PD and Law Professor (over ten years experience)
P5 Federal PD focused on cyber crimes, (over ten years experience)
P6 Researcher at EFF who put together guides for PDs on novel surveillance tech.
P7 Young paralegal in a PD office strong technical skills
P8 Private attorney working as assigned council for indigent clients
P9 Former misdemeanor PD (two years), now private, civil law.
P10 New PD working on misdemeanor crimes near an urban area
P11 Capital PD, formerly felony PD in three states (over ten years experience)
P12 Felony PD who worked in a conservative, under-resourced county office
P13 Felony PD in Office X (3-5 years experience).
P14 New PD in a small New England county, previously intern at the DOJ
P15 Previously an immigration lawyer, now misdemeanor PD
P16 Investigator in PD Office X (five years experience)
P17 Prosecutor focused on police abuses and cyber crimes, formerly PD in Office X
P18 Felony PD Office X, previously misdemeanour PD in a suburban county
P19 Intern, now new PD in a rural, conservative county PD office
P20 Investigator, PD Office X (over ten years experience)
P21 Legal Services representative for a major tech company

*P2, P3 and P4 were interviewed jointly

our process, our collaborators at Secure Justice shared stories with us indicating willful deception
from prosecutors with respect to data, and painting public defenders as consistently under-resourced
with respect to prosecutors. As we detail below, these early assumptions were challenged by our
interviewees. While we find that public defenders are systematically disadvantaged in their ability
to acquire and use surveillance data, we find it is rarely due to malicious or unlawful actions from
adversarial parties in the criminal justice system, and is often due to structural factors rather than
a simple lack of funding. Our motivation in this work is to draw attention to the challenges that
PDs face as a way to examine the broader harms of surveillance and to surface important questions
about how to control and produce knowledge about those impacted by the criminal justice system
[21].

5 RESULTS
All of the public defenders we spoke to found that their ability to review and analyze surveillance
data such as body camera footage, surveillance videos, and social media reports was instrumental to
adequately representing their clients. Our participants explained how prosecutors used surveillance
data to paint a narrative that criminalized their clients, and explained that it is critical to public
defender practice to re-frame those narratives by reanalyzing the data to reveal inaccuracies or to
provide alternative explanations. Although this ability to tell a convincing story with data proved to
be a critical aspect of winning a case, public defenders’ lack of time and resources made it difficult
for this opportunity to be realized. Finally, our participants described structural disadvantages that
they faced in relation to prosecutors. Public defenders must respond to data and formatting choices
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made by prosecutors, and doing so is often made more challenging by prosecutors’ superior ability
to partner with law enforcement, private companies, and federal institutions. In this section, we
describe each of these aspects in more detail. In the discussion section that follows, we will provide
recommendations and paths forward for technologists as well as policymakers.

5.1 “Data is Not Neutral”: Telling Convincing Stories with Data
The public defenders we spoke to told us that spending time reviewing evidence improved their
likelihood of winning cases. Usually, discovery information stems from “raw data”—e.g., body
camera footage, social media feeds, or blood samples—and must be synthesized and summarized
through a police report or lab report before being passed to defense counsel or presented in court.
PDs uniformly felt that these reports and summaries—e.g., surveillance video compilations from
private vendors, breathalyzer results, or police reports—could be untrue or unfair to their clients.
Consequently, PDs believed it was important for them to re-examine the raw data to craft their own
story about how judges and juries should interpret that data. For example, although a description of
interviews and the arrest is provided in the police report, body-worn cameras very often provided
valuable information which expanded, complicated, or disproved the information in a police report.
Public defenders detailed how reviewing body camera footage could reveal inaccuracies in how
police and subjects’ actions were described in police reports, identify new witnesses, and serve as
context for future interviews with victims and witnesses [Participants 13, 15, 16, and 18]. “It’s a
significant amount of video [. . . ] And you are required to watch it. It can break a case,” explained
Participant 13.

Social media data is one form of raw data over which prosecutors have a disproportionate ability
to paint a narrative. Several participants explained how, armed with access to a person’s full social
media history, law enforcement officials and prosecutors could often extract a few exchanges to
paint a narrative of criminal intent. For example, a Midwest defender described how prosecutors
had pulled a few off-color jokes from the juvenile client about “killing” a friend to paint the client
as a “super-violent person” [P19]. However, upon examining the client’s full social media records
and public records from other students, the PD found that the language the client used was routine
amongst the young man’s acquaintances who made similar “shock value” jokes [P19]. Several
interviewees described arguing with prosecutors over the meanings of emojis or slang posted
on social media [P13, P14, P19]. For example, Participant 14 witnessed debate about whether a
gun emoji and the “one-hundred percent” emoji were sufficient evidence that a client was armed
(without a concealed carry permit) all of the the time or if both were merely used for emphasis.
The contents of social media accounts are often subpoenaed by prosecutors to bolster a case, but
participants also confirmed that law enforcement organizations, particularly gang task forces,
actively monitor social media—in particular, accounts belonging to black men in communities with
existing gang violence—and use it to begin criminal proceedings [P13, 14, 16], which further raises
the stakes of PDs’ ability to challenge a prevailing narrative for clients of color. This is consistent
with quantitative findings in [61].

The importance of providing an opposing interpretation of the same data was not unique to
video and social media histories. One participant, now a captial public defender, explained that
now that he has more resources than he did as a "line public defender" and closes only half a dozen
cases a year, he hires his own expert to review every piece of analysis provided by prosecutors
during discovery, including technical analysis:

Every single thing from the cops [to] laboratory analysts . . . there’s always some
element of human decision-making . . .We need to hire experts [and we] make that
person reinvent the whole wheel. Then it’s not just to tell us, did that analyst get the
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right result? . . . But the way they phrase the result, is that really an accurate depiction?
. . .Or were they trying to kind of fudge the numbers on the margins? [P11]

This public defender felt it would be malpractice for him not to go back to the raw data in every
instance where he was handed a report. He understood that every step of interpretation which
goes into the report could wrongfully implicate a client. He also acknowledged that this level of
review was impossible when he had fewer resources in his old role.
Information that is either technical or too long to present in its entirety requires synthesis and

interpretation. Public defenders believed that the nuance of this presentation could materially
change outcomes for their clients. In the words of a long-time investigator, “data is not neutral”.
Public defenders were acutely aware that it was their job to draw out new narratives from that
data [P20]. Unfortunately, they uniformly described how their workload, in addition to technical
and structural disadvantages, prevented the thorough review they would prefer to provide.

5.2 Technical Challenges and Lack of Resources Impact Representation
Most participants described being unable to examine the data to the extent they would like to due
to a lack of time and money. For attorneys in jurisdictions with body cameras, body camera footage
made up the bulk of surveillance data they received. All cases, even a mundane DUI, assault, or
petty theft case (of which misdemeanor attorneys may process hundreds a year), include at least
several hours of video [P10, 18]. Felony cases could include up to 150 or 200 hours [P2, P3, P4,
P18]. Most felony defenders said it was not possible to watch all the surveillance videos associated
with their cases, although they were divided about whether this impacted representation. The pain
points around private (non-body camera) surveillance video were not only related to quantity, but
included technical problems playing, transferring, downloading, and editing video [P1, P2, P3, P4,
P6, P7, P11, P13, P15, P16, P18, P19]. Most PDs described spending hours or days trying to watch
videos from private surveillance companies, which often could only be viewed using proprietary
software. Though all agreed that these technical hurdles rarely prevented them from watching
videos, these issues slowed down cases and delayed defendants’ release from jail.

As with body camera footage, adequately parsing through social media reports could be prohibi-
tively time-consuming. Participants stated that Facebook and Instagram feeds received through
prosecutors’ warrants were often delivered as unstructured PDFs that included every transaction
since the user originally signed up for a service, and might be tens of thousands of pages long [P5,
P12, P18, P19]. Participant 5 clarified that discovery laws did not require prosecutors to release this
discovery in its native, more structured format, and that in these cases PDs just had to “deal with it”
[P5]. A few more tech-savvy defenders and paralegals described writing scripts to parse through
social media PDFs, body camera footage, and digital forensics reports [P5, P7, P17, P18, P19].
In the case of body camera videos and social media reports, the only theoretical barrier to

learning is time. In other cases, public defenders lack the specific technical resources to replicate
an analysis. For example, PDs often do not have access to digital forensics tools such as Cellebrite
machines, which are used to extract data from physical devices [P1, P12, P19]. In other cases, lack of
knowledge within the office combined with lack of funds to hire experts could make it impossible
to challenge or replicate the forensic science or analysis of more complex forms of data such as
data from car black boxes or ShotSpotter history. One public defender described being “laughed at”
when he gave experts a quote for what he could pay them [P18]. Another described feeling unable
to adequately defend clients in DUI cases when she didn’t have the resources to fully understand the
science interpolating blood alcohol numbers in the hours before or after a breathalyzer or blood test
read. She explained: “The question isn’t if the breath machine is working properly, or if the breath
machine is designed properly; the question is whatever the number that breath machine spit out
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means!” [P15]. This participant had a strong sense that the methods for determining drunkenness at
a particular time long before or after a breathalyzer reading were “bunk science”, but was frustrated
that she didn’t have enough knowledge or context to incorporate that argument in her cases [P15].

5.2.1 Temporal Pressure. Several participants described a common and difficult trade-off between
time and thoroughness in their work [P11, P12, P16, P17]. As one investigator explained, even
a favorable outcome from the defense attorney’s perspective is still “unfair” to the accused if he
spends time in jail or prison [P17]. Some participants said that sometimes they would forgo the
review of evidence in order to expedite a trial, or at least felt that delaying an outcome could
cause more harm than good. As one interviewee said about his time as a felony line defender, “It’s
a horrible sad situation, but you go to them and you [see someone in jail and] are like, ‘yeah, I
know you want to go home, but I haven’t gotten to watch your video yet.”’ [P11]. Asked about his
decision to forgo watching videos, a particularly overburdened felony defender in the Midwest
said, “Sometimes we just need to figure out how to [move] forward. It’s in a client’s interest to
resolve it” [P12]. Several other defenders spoke about their difficulty getting access to experts in
time for critical early moments in the criminal justice process outside of the courtroom. A new
misdemeanor attorney said that though he could sometimes obtain funds for an expert at trial, “All
these tech issues come up pretrial, like motions to suppress evidence, and it would be useful to have
someone who could explain it to me [so I can then explain it to a judge]” [P10]. Public defenders
explained that in many situations, simply not having access to data in time was just as detrimental
to clients as not having access to it at all. PDs struggled to balance the benefits to their clients of
potentially uncovering exculpatory information with the very real costs of delaying resolution of a
case.

5.2.2 Systematic Lack of Resources. An important part of our research question was the extent to
which these technological pain points were felt by defense attorneys as compared to prosecutors.
Many of our interviewees considered their local DAs to have better in-house tech—for example,
up-to-date laptops, or access to county-issued phones [P11, P12, p15, P19]. One participant described
being a public defender as being in a constant state of "tech envy" when he would see prosecutors’
technology in court [P12]. Another said he was prevented from using theWiFi set up by prosecutors
in the courthouse, making both courtroom presentations and remote communications with clients
and witnesses needlessly difficult.
However, in contrast to our initial expectations, some participants (particularly those in rich,

left-leaning jurisdictions) did not believe that district attorneys (DAs) had vastly better access to
surveillance data or better ways of making sense of it. Notably, the public defenders we spoke to in
Office X (the public defender office for a California city) as well as one former public defender who
now works in a local DA’s office, were very confident that the prosecutor’s office was equally if not
more technologically behind [P13, P17, P18]. One interviewee said he was sure that body camera
footage had to be compiled through an automated process because “the DA screws stuff up. They
don’t seem to be screwing up the process as much.” [P18].16 Some described a frustrating back and
forth with the DA about discovery, particularly video evidence—less due to malicious intent, and
more due to the DA not fully understanding a particular piece of technology [P5, P18].

5.3 Structural Advantages of Prosecutors
Public defenders’ disadvantages in surveillance data sense-making do not only stem from a lack of
time and money. Talking with public defenders illuminated the extent to which defense counsel

16This PD’s office uses the provider Axon (formerly Taser). The company has a feature which uses police dispatch information
to tag body camera footage [36].
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and local DAs are part of a large surveillance and forensics ecosystem. The more complex the
technology, the more actors—police, federal prosecutors, the FBI, local forensics labs, gang task
forces, and private technology providers—shape the format in which public defenders receive
discovery. A primary structural disadvantage is simply that most data public defenders interact
with is delivered as discovery from prosecutors, which allows prosecutors greater control over the
format and structure of the data. Defenders felt particularly disadvantaged in their relative lack of
power in relation to private companies, in proximity to law enforcement, in sharing information
amongst themselves, and in working within the law to challenge commonly used, but perhaps
unreliable, forms of scientific evidence.

5.3.1 PDsMust Respond to Data ChoicesMade by Prosecutors. Most of the data that public defenders
encounter is delivered to them from prosecutors, depriving PDs of valuable control and knowledge
about the minutiae of data formats. Many felony defenders also mentioned spending time organizing
body camera video clips which were often delivered as a large collection of files named without
clear conventions or an easy way to determine the time and officer involved [P15, P18, P19]. Most
participants felt that this was due mostly to a lack of process or control over the design of the
body camera systems, but at least one felt confident that he received intentionally duplicated body
camera clips from prosecutors as well as duplicated PDFs in discovery [P19]. The same participant
also noted that the prosecutor’s office could internally tag text conversations which they extracted
from Cellebrite, but would provide the defense counsel with the original untagged and unsorted
version as a PDF [P19]. Senior public defenders in California described how, due to an upgrade
to the jail calls database in their area (about which which they were not informed), they received
hundreds of hours of jail calls in a file format that they did not have the tools to play, only a few
weeks before an important court date [P2, P3, P4].

Regardless of intent, public defenders often receive data from complex, multi-stakeholder techni-
cal systems into which they provide very little input. Most data public defenders see is essentially
third-hand, having been collected by private institutions, subpoenaed by law enforcement, and then
provided through discovery to public defenders. Worse, some data comes through law enforcement
via contracts. An investigator described how public housing units contract with a private video
surveillance provider called WatchTower [P16]. Police may call WatchTower twenty-four hours
a day on a dedicated line and describe an incident they believe to have occurred. The company
will then provide police with a video montage of the incident to police who, after an arrest, may
share the video with prosecutors, who in turn transmit the highly edited video through discovery
to public defenders [P16]. Thus, the montage enters the public defense office after passing through
three sets of adversarial hands: the private company, the police, and the prosecutor’s office.

5.3.2 Prosecutors and Private Partnerships. Public defenders’ frustrations with public-private part-
nerships took three forms, all with essentially legal origins. The first perceived problem was
companies’ unwillingness to comply with public defenders’ subpoenas and a lack of legal mecha-
nisms to get the same data as prosecutors. These issues came up most often with respect to social
media data, in which privacy laws prevent defense counsel from obtaining social media about
anyone other than their client [77] [P5, P11]. The animosity of public defenders was not directed at
the legal structures, but at these companies. When asked if legal or technical hurdles prevented
him from getting full access to social media data, a public defender blurted out: “It’s not privacy
laws or technical hurdles . . . It’s Facebook being dicks . . . they will provide all of this information
to law enforcement without a warrant, but they will not respond to our subpoenas very often”
[P13]. Other participants explained that companies seemed to respond to law enforcement requests
with more data than was legally required [P12, P19]. For example, Participant 19 described cases in
which law enforcement only had a warrant to examine the text messages between a few people, but
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providers provided someone’s full messaging history and left it to law enforcement to do their own
redacting. Laws could be passed requiring Facebook to respond to subpoenas from the defense,
and penalizing slow or incomplete response, but the spirit of this comment speaks to a strong
perception that public defenders are excluded from agreements between data brokers and the state.
Indeed, regardless of the legal landscape, several participants suggested that private companies
were simply more eager to give information to the DA. Investigators we spoke with explained
that many companies would provide reports to law enforcement without formal subpoenas, while
public defenders had to aggressively leverage their legal avenues [P16, P20].
Second, public defenders resented being denied access to surveillance tools for intellectual

property reasons. One public defender said, “with forensic tools [. . . ] from Cellebrite machines
to interviewing techniques [. . . ] nobody will train us on it . . . they’re trying to keep it a black box
and keep it law enforcement only” [P12]. Although the federal public defender we spoke with did
have access to a Cellebrite machine, Participant 12’s frustration is likely in part because these tools
are, as explained by the longest tenured attorney in our sample, often explicitly “designed for law
enforcement” even if that audience is not legally enforced [P8]. Another public defender stated
that although he felt the DNA lab in his district was unbiased, what he wanted access to was the
analysis software, which “is trade secrets that the company will not allow us to look at” [P13]. In
short, this lack of access to the "black box" of surveillance tools gave public defenders a strong
feeling that they could not properly reason or fight against forensic evidence that might be faulty.
Third, public defenders were concerned that the federal government had a “voice at the table”

[P11] when designing surveillance infrastructure such as cell phone towers, and that prosecutors
were then aided or trained by the federal government17 [P5, P11, P13]. Pressure from law enforce-
ment can indirectly lead companies to build technical infrastructure to support law enforcement
surveillance. Participant 21, an employee at a major tech company, explained that the company
had needed to build new technical infrastructure in order to process geo-fencing warrants when
the volume of these warrants—which require searching on a bounding box rather than by user or
device identifier—increase dramatically. He also claimed that law enforcement’s use of the legal
tool “really went up” after the publication of a critical exposé of geo-fencing warrants in the New
York Times [72], and remains prevalent even after a federal court ruled them unconstitutional
in August 2020 [68] [P21]. It is worth noting that instances where pressure from national law
enforcement organizations expands and tailors surveillance infrastructure are well documented
through independent reporting and legal literature.18

6 DISCUSSION
Our findings have three categories of implications. First, the incredible difficulty public defenders
faced obtaining and using data from private companies and public surveillance systems relative to
law enforcement highlights the importance of considering surveillance harms, and the experience
of public defenders more specifically, in the design and development of new technologies. Public
defenders’ numerous technical challenges working with data suggest opportunities for the careful
development of technical solutions to aid in digitizing and analyzing data with low-code or no-code
interfaces. Second, we argue that the overflow of data in the criminal justice system is inherently
harmful. We identify opportunities for policy and advocacy work to reduce the inflow of data into
the criminal justice system and enable public defenders to fairly interpret what data is used. Finally,
in addition to these implications for design and policy, we explore how this new understanding of
17For example, see this DOJ bulletin on cell site analysis [57].
18A particularly salient case is Enhanced 911 (E911) response, which requires that network providers have a mechanism for
determining the location of a phone within 100 meters. This same mechanism is what enables law enforcement to use a
“tap and trace” phone tracker [31, 54].
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public defenders’ relationship to surveillance data contributes to a larger discussion of privacy and
justice in the CSCW literature [20, 21, 27, 28].

6.1 Implications for Technologists
Public defenders’ difficulties with data are unlikely to be solved by technologists alone. However,
we find that technologists’ ignorance of the struggles of public defenders exacerbated the imbalance
between prosecutors’ and public defenders’ ability to work with data, and that unique opportunities
exist for technologists to design for public defenders.

6.1.1 Considering Public Defenders During Design. The most critical implication of our findings for
technologists is the importance of considering the needs of public defenders when designing and
maintaining systems which passively collect data about people. First, technology providers should
focus on developing the technical and procedural means to respond to data requests in as narrow
and interpretable a way as possible. Search warrant requests often only require access to a subset of
a user’s data (e.g., communication within a certain time frame or between a few people). However,
our respondents said that companies would return the full history of someone’s social media data
dump and leave it to law enforcement to redact what they did not need. Second, providers should
develop a subpoena process specifically for public defenders. Often, PDs were unable to get data to
which they were legally entitled because the person or entity to whom they issued a subpoena was
either slow to comply or complied in a way that rendered the information useless. Simple steps like
having a dedicated phone number for defense attorneys to call (so they do not have to navigate a
phone tree) or a data pipeline that outputs user data in an easy-to-use file format such as a CSV
(rather than an unstructured PDF) would save public defenders hours and increase the likelihood
that a user’s information appears fairly in criminal proceedings. Though public defenders should
be able to hold someone who does not respond to a subpoena request in contempt of court, they
often lack the resources exercised by law enforcement to enforce their data-gathering rights.

6.1.2 Designing for Public Defenders. Design is another avenue for researchers and technolo-
gists seeking to advance justice [20, 27, 70]. Prefigurative design is one framework that guides
interventions by researchers through social relationships, distribution of resources, and building
counter-structures [4]. We found that in the short term, public defenders and their clients would
benefit from technical tools for searching and processing data, including access to technical tools
that prosecutors have access to either directly or through training from the federal government.
The public defense space does offer some opportunity for system designers. For example, a majority
of interview participants expressed interest in transcription software for surveillance video and
body camera footage, tools to label and sort body camera footage, and tools to extract information
from common sources of social media.

However, in developing these solutions, technologists should be mindful of the stakes involved
in defense work and the complexity of the work environment. Several misdemeanor PDs described
how even among indigent clients, inequalities were vast, and outcomes were best for relatively
more privileged clients who were able to better participate in their own defense. For example, it is
often easier for defendants to request their own phone records from their provider in cases where
they provide an alibi than for them to rely on the PD to subpoena those records. However, this
option may be difficult for the most vulnerable clients such as people with mental disabilities, non-
English-speaking people, or unhoused people—and it is impossible in instances where defendants
use older, cheaper devices such as prepaid phones [P8, P9, P15]. Technical solutions that only
work for some clients risk exacerbating these inequalities. In addition, even though they see many
similar kinds of data, different PDs operate in vastly different IT contexts and tend not to specialize
on particular types of cases [51]. Finally, public defenders operate in an adversarial environment
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and may be wary of solutions that might inadvertently provide data to prosecutors [51]. System
designers are most likely to be successful developing solutions in close partnership with a few
public defense offices.
Time and money remain insurmountable barriers to public defenders working with novel data.

Public defenders and their clients would benefit from resources to hire their own experts and
in-house scientists, as is done in capital cases. Reflecting on his time as an unspecialized felony
defender working on 75 cases a year, a capital public defender described what it feels like to
inadequately represent someone due to technical or resource constraints: “The depression and
sadness, because it’s not the death penalty, but these people are going to go to prison for decades
possibly because [. . . ] I don’t have the time to make this thing work” [P11]. Giving defenders who
work on non-capital felony crimes even half the resources of capital defenders would be a radical
departure from the status quo. Still, if the goal is simply representation, both sides’ full ability to
review every piece of evidence should be required before someone is deprived of liberty for years
or decades.

6.2 Requirement for Legal and Structural Changes as Well as Technical Solutions
As we strive to help public defenders reckon with the fire hose of novel surveillance data, we must
not forget that we might have the legal and political means of turning off the hose. There is a risk
that increasing funding and IT solutions for public defenders leads to an expensive technological
arms race as well as to an increasing need for automatic tools to process new data, which have their
own drawbacks. A better solution could be to meaningfully limit and make more transparent the
data law enforcement can access, while bringing public defenders to parity in data access. Similarly,
in addition to better funding for public defenders, policy reforms which reduce the number of cases
that move through the criminal justice system, particularly for minor infractions, could achieve the
same result. In discussing technical solutions in general, Participant 18 explained that a reduction
in caseloads and in bureaucracy would be preferable to technical solutions:

“I feel [with some of the technical solutions] it’d be great to have a system where
people are texted before their court date, but even better would be a system where 90
percent of the court dates don’t happen because they’re totally useless.”

Not only does the participant argue that policy solutions might better handle the problem of
defendants failing to appear in court, he shows how focusing on the technical may further entrench
and normalize broken systems, in this case a process of requiring many procedural pre-trial hearings.

6.2.1 Policy Recommendations. In addition to big-picture reforms to reduce caseloads and divert
clients outside of the criminal justice system, we identify several more specific areas for policy
work, including transparency laws and amendments to additional privacy legislation.

First, many of public defenders’ difficulties with surveillance data stem from a lack of transparency
about what law enforcement has access to and how it works. We recommend advocating for local
ordinances to provide transparency and regulation around local acquisition of surveillance data
systems. Two important models are Oakland’s PAC Surveillance Technology Ordinance19—which
requires disclosure of new technologies and prohibits non-disclosure agreements—and Seattle’s
municipal code, which requires city council approval for the acquisition of new technologies (Seattle,
Washington Municipal Code §14.18.20 [2013]).20 However, our research reveals the importance
of extending these disclosure rules to places that are semi-public but where indigent people are
19See Privacy Advisory Commission, City of Oakland California https://www.oaklandca.gov/boards-commissions/privacy-
advisory-board
20A similar ordinance has been adopted by Santa Clara County (Santa Clara County, California Ordinance Code §A40-2
[2017])
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commonly surveilled, such as jails, prisons, and public housing. Public defenders should also be
involved as stakeholders in the acquisition process for new technologies. Another avenue to explore
is abolishing private companies’ ability to invoke trade secret protections on any data-processing
tool used in a criminal court [39, 76].
Second, there are specific areas where legal frameworks should be amended to provide public

defenders equal access to surveillance data and tools for processing it. One is in social media, where
defense attorneys cannot request data from anyone other than their client [77]. In general, privacy
advocates should be careful that public defenders have the same exemptions as law enforcement
and should minimize law enforcement exemptions whenever possible. Lastly, any solutions which
reduce the number of times defendants must appear in court and the amount of paperwork public
defenders must complete will help reduce the load on the system overall.

6.3 Implication for Discussions of Privacy
This work highlights the limitations of the current deeply individual model of privacy rights as
well as the importance of considering interpretation and control to the same extent as visibility.

A few of the solutions discussed above—including limits to exceptions in privacy laws for law
enforcement and tighter regulations on police partnerships with private companies—reduce the
amount of data to which the state has access. However, others—such as amendments to privacy
laws that seek to allow public defenders access to the same data as law enforcement and force
private companies to more readily respond to PD subpoenas—put more data into the system. More
than anything, public defenders’ challenges with data highlight the importance of interpretation
above and beyond mere visibility. Rather than more or less data, what public defenders need are
mechanisms to decode what is already available. In this section, we discuss how our findings have
two major implications for a larger discussion of privacy. First, the finding that an increase in
information and sense-making tools for some public actors might help victims of over-surveillance
reinforces critiques of an anti-surveillance paradigm built around individual privacy rights. Second,
the extent of public defenders’ data challenges illustrates a need for complicating the discussion of
data marginalization away from a discussion of seeing or not seeing, and toward one that focuses
on control and interpretation of information.

6.3.1 The Limitations of Individual Privacy Rights. Though perhaps individual privacy rights are
ends in themselves, none of the public defenders we interviewed mentioned individual privacy
rights as an important part of making the criminal justice system more fair for their clients. This
may be partly because recent legal victories for individual privacy, such as the European Union’s
General Data Protection Regulation (GDPR)21 and the California Consumer Privacy Act (CCPA)22,
include sweeping exceptions for law enforcement [10, 15]. Another reason that “notice and choice”
paradigms of privacy are so woefully unhelpful is that the clients of public defenders rarely have
much choice in avoiding surveillance. Individuals who are in constant contact with the carceral
state—e.g., unhoused people, those living in public housing, and relatives of incarcerated people—
live in a sort of incarceration by proxy, in which they are denied legal and practical privacy
protections even if they have never been convicted of a crime. For example, one in 14 Americans
has a family member who is currently in jail or prison, and almost half of all Americans have at
one point had an incarcerated family member [23]. At least one of the two companies that provide

21GDPR requires “controllers and processors” to offer a number of protections to consumers, such as transparency about
data use. However, law enforcement and intelligence agencies are not considered controllers or processors. See: https:
//ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/ .
22CCPA, which offers consumers the right to know what information is collected about them as well as rights to fight bias
in data use, does not apply to non-profits or government agencies.
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services for inmates to call from jails and prisons requires callers to share their location with the
system when calling family members in jail, not just during a call but for a full hour after it [59].
Based on our interviews with public defenders, it seems likely that this location data is freely and
easily shared with police and prosecutors, but not with public defenders.

6.3.2 Design Patterns impact Data Access and Interpretation. Our interviews also highlight how
the legal reality of what someone can access might not match the practical reality of the data they
are able to use. People working for private data providers have unique power to level the scales of
data justice by easing the process of data requests for public defenders. Public defenders seemed to
lack meaningful access to data less often due to explicit “privacy asymmetries” in the law [77] or
nondisclosure agreements [39], and more often due to practical resource constraints, e.g., lack of
resources to enforce their legal rights (in particular, to compel companies to promptly respond to
subpoenas) or insufficient funding to purchase the equipment or expertise necessary to process
data received in discovery. Sadly, our findings indicate that some efforts to explicitly restrict law
enforcement’s access to data may have backfired. For example, search warrants represent a higher
legal standard than subpoenas, and laws requiring a search warrant for law enforcement to gain
access to data (such as the Stored Communications Act) were heralded as privacy wins. However,
Participant 21’s assertion that his technology provider prioritizes responding to law enforcement
requests—and public defenders’ experience that slow responses to subpoenas could effectively deny
them data—suggest that this higher legal standard alone does little to block law enforcement access,
and may in fact prevent access by defense counsel.

6.3.3 Interpreting the Data is as Important as Seeing It. No amount of regulation of the entry of
data into the criminal justice system eliminates questions of interpretation. Requiring a warrant
for police to access a particular data source does not guarantee that the data is interpreted fairly. In
some instances, public defenders we interviewed were struggling to make a case out of information
that was already public or in law enforcement’s hands by default. Gang task forces monitor public
Instagram profiles, often including the profiles of youth or music artists who have other incentives
for being visible, such as safety or artistic self-promotion [60, 61]. What is seen in body cameras is,
by construction, already known to police; the cameras themselves are tools introduced to offer the
opportunity to more fairly interpret what police see. As data sources become more complicated,
access to meaning-making becomes a necessary part of taking power over one’s own information.
Thus, the deprivation of liberty in a individual person’s case may have less to do with how much
data law enforcement may have about them, their consent in the collection of that data, or even
how much of that data they might be able to see—and more to do with who controls how that
information is made sense of.

6.3.4 On Abolition. We find that our focus on technical challenges for public defenders is a useful
window into systemic and organizational inequality in the criminal justice system, as well as into
the inadequacy of a privacy rights framework focused on individual choice. However, Abebe et al.
warn that using computational research as synecdoche for research into societal problems may
drive attention away from institutional and political solutions [1]. Public defenders’ difficulties
are artifacts of an all-too-large policing and criminal justice apparatus. Still, even if the criminal
punishment system in its current incarnation is abolished, our findings regarding the nuance of
how data is interpreted are still likely to be relevant as considerations for those navigating other
public institutions. In the best case, public defenders use their skills to help indigent people navigate
a well-designed social safety net, and it will remain our responsibility as technologists to ensure
that vulnerable people and their advocates have easy access and control of their data.
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7 CONCLUSION
Public defenders do not have the necessary tools to defend clients in the face of a growing public-
private surveillance apparatus. In particular, public defenders struggle to process body camera
footage and social media data. We find that public defenders’ primary structural disadvantages are a
lack of control over the data law enforcement has access to as well as a relative lack of power when
dealing with private data providers. While we do advocate for transparency laws in surveillance
data acquisition as well as tighter regulations on the type and extent of data law enforcement may
access, we find that technologists may have an important role in assisting public defenders in two
ways. First, we find opportunities for the development of narrow, technical solutions. Second, and
more importantly, creators of data-collecting systems can work to make sure that public defenders
and law enforcement can request data in a lawful, fair, and narrow way. Technologists should
carefully consider (and limit) the generation of data artifacts which may be easily accessed by law
enforcement.
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Table 2. Coding for technology stories, with type of technology and type of challenge

Types of Barriers Types of Technology

Resource Constraints
• Lack time
• Lack specific tools
• Lack of scientific understanding
• Lack of technical knowledge or skills

Organizational Constraints
• Lack of process internally
• Lack of process in jurisdiction

Legal Barriers
• Inability to subpoena
• Lack of legal access
• Intellectual property or trade secrets

Structural Barriers
• Excluded from partnerships with private companies
• Lack of control over data format
• "Bunk science"
• Difficulty getting expert witnesses

Audio & Video
• Body camera footage
• Dash cameras
• Public surveillance cameras
• Private surveillance cameras
• Jail call recordings

Digital Forensics
• Social media data
• Device extraction (Cellebrite)
• Geo-location phone information
• Search, test, or call history

Forensics
• Breathalyzer results
• Blood test results
• DNA test results
• Ballistics
• Medical reports
• Bite or bruise analysis

• Office Technology
• Communicating with clients in jail
• Wifi
• Laptops or phones
• Case management software
• Criminal database access

Other
• Historical cell site data
• Cell site simulators (stingrays)
• License plate readers
• Facial recognition technology
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